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Abstract 

     Server management systems that adopt peer-to-peer methods have been proposed previously as management systems that do not 

require a dedicated management server. However, a problem with these methods is that the management program becomes complicated. 

In response, we propose a dynamic backup server system (DBSS) adopting a ring-type configuration that requires neither a dedicated 

management server nor a complex management program. Our DBSS program only manages one target server and has a straightforward 

configuration. To realize the ring-type configuration, DBSS adopts an executor system and a synchronization system. In addition, in 

consideration of the need to handle multiple failures simultaneously, we propose and adopt a dual monitoring method and an automatic 

connection selection method. Furthermore, by combining a dynamic management extension method with an automatic connection 

selection method, the server management system configuration can be changed efficiently. Herein, we report on the construction of an 

experimental system that adopts this method and show its configuration and specifications. We then report on experiments conducted to 

reproduce service provision and network problems, and the time measurements required to recover the target server function and target 

server. The obtained results show that the server function and the target server can be recovered efficiently by our proposed DBSS system 

even if various problems occur in multiple target servers. 

 

1. Introduction 

     Digital technologies such as artificial intelligence (AI) and the Internet of Things (IoT) are rapidly developing, and digital 

transformation (DX) [1],[2], which aims to transform people's lives and businesses via the use of such technologies, is attracting 

significant attention. For example, DX currently plays an important role in helping researchers grasp the infection status of the 

novel coronavirus, which is rampant on a global scale. In DX, information and communication technology (ICT) infrastructure is 

very important, which means the roles of servers and networks are crucial. In terms of networks, the 5th generation mobile 

communication system (5G) [3] that began commercial service in Japan in the spring of 2020 is now bringing great technological 

innovations to society as a cutting-edge communication infrastructure. Hence, it is clear that we will be able to use more 

convenient services through the Internet in the future, and the role of the data centers that provide these services will become even 

more critical. 

     To that end, numerous important studies are now underway focused on data center networks. In one example, a new 

server-centric network for data centers, called RRect, has been proposed and has been demonstrated to be more power-efficient in 

interconnected networks [4]. Other examples include a proposal for a hierarchical modeling framework that can be used to 

evaluate data center network reliability and availability [5], a framework for automating the disassembly and placement of 

network functions according to traffic demands and network topology [6], studies pointing out problems with routing algorithms 

in data center networks, and proposed routing solutions that respond to high-speed and intensive traffic changes such as large-scale 

flow incast communication [7]. Furthermore, a network measurement and failure location examination system designed to 

facilitate long-term data center network maintenance [8] has been reported. 

     In addition, various studies on improving reliability in data centers are underway. These include proposed algorithms that 

optimize resources and improve load balance in terms of quality of service (QoS), task allocation and resource allocation [9], and 

consideration of workload impacts (node-level performance metrics and cell-level dynamic random-access memory (DRAM)  
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access pattern) on DRAM failure [10]. Furthermore, as part of efforts to solve the data migration problems that result from storage 

performance mismatches in large-scale storage systems such as data centers, proposed countermeasures include the introduction 

of data transfer bypass nodes that improve migration performance levels [11], as well as a minority disk failure prediction model 

based on a transfer learning approach that, with the help of neural networks, to improve the predictive performance levels of 

minority disks in large data centers [12]. In other areas, measurements targeting the reliability of networking, storage, and 

computational resources based on their availability, outage, and downtime [13] have been reported. 

     The basic unit of a system that provides services in a data center is the server, and various ideas related to ensuring the high 

availability of server systems have been reported. Examples include the realization of a high-availability server system using 

Kubernetes and distributed storage [14], dynamic web server cluster designs using Nginx, php-fpm, MariaDB, GluterFS, and 

Keepalived [15], and the proposal of a distributed server allocation model that preventively determines server allocation under 

each failure pattern to minimize delays among all failure patterns for a single server [16]. Other studies are examining server 

hardware failure prediction technology using machine learning and deep learning while focusing on hard disk drive (HDD), 

random access memory (RAM), and central processing unit (CPU) issues [17]. Separately, high-availability distributed clusters 

that can dynamically change configuration while maintaining services based on scalability and traffic rates [18] and 

high-availability server clusters with prominently improved service reliability and availability levels achieved via the adoption of 

fencing technology [19] have been reported. 

     Failover cluster and load balancer cluster systems, which are commonly used to provide server system redundancy, can deal 

with server failures. However, a particular concern with these solutions is that costs become high because these cluster systems are 

basically applied to all servers providing the same service. Therefore, a multiple-server backup system (MSBS) [20] that can back 

up the server functions of multiple real servers with one real server has been proposed. The MSBS is based on multiple dynamic 

backup server systems (DBSSs), each of which manages only one target server. In addition, taking into consideration different 

server system operating environments, the adoption of a system interface that simplifies the control programs for the compound 

operations of power-saving, high-availability server systems [21], and a power-saving, high-availability server system with two 

different power-saving system configurations have been proposed [22]. 

     Generally speaking, methods in which a dedicated management server monitors all target servers are widespread. Thus, it is 

necessary to design countermeasures for cases where a failure occurs in a management server, which normally results in 

complicated management program control methods. Such methods tend to increase the management load in relation to the 

number of managed servers. In response, a peer-to-peer (P2P) server management system [23] that does not require a dedicated 

management server has been proposed. In this method, all the servers that provide services to clients fulfill the roles of both 

management and target servers, and since each target server is managed by two management servers, management priorities can 

be set to prevent problems if a failure is detected. As a result, management loads do not increase when this method is used, even if 

the number of target servers increases. 

     However, since this method requires two management servers to manage one target server at the same time, it requires 

complicated control actions such as sharing the processing contents while considering management priorities between the 

management servers. As a result, the management program, including the control portion, becomes complicated. 

     Therefore, as an alternative server management system that also does not use a dedicated management server, we propose a 

ring-type DBSS configuration in which the DBSS is applied to each target server. In this configuration, the ring-type DBSS 

requires cooperation between each management server, so it is necessary to share management files. To accomplish this sharing, 

the synchronous editing method (SEM) [24], which is a configuration that does not use a file server for management, is adopted. 

In addition, the original server method [24] is adopted because a virtual server is used to recover failed server functions instead of a 

spare real server. 

     Because the virtual server is created on the target server providing client services, a virtual server creation method that 

considers the load status of the entire server group is adopted. To efficiently optimize the server management configuration in the 

event of a server failure, we propose and adopt an automatic connection selection method combined with a dynamic management 

extension method [23]. In addition, in consideration of the potential for simultaneous failure across multiple servers, we propose 
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and adopt a dual monitoring method. With those measures decided, we then constructed an experimental system that can operate 

both the proposed method and a P2P method and then conducted experiments to reproduce service provision program and 

network problems. Next, the server function and target server recovery times and the client access disconnection times were 

measured, and comparisons were made using both the proposed and P2P methods. 

     The remainder of this paper is organized as follows. Section 2 describes the outline of the DBSS operation, the ring-type 

DBSS configuration, and the management file contents. Next, Section 3 describes outlines of the SEM and original server 

methods, the operating procedure for the executor system that prevents the dispersion of the management program, the operating 

flow of the synchronization system for synchronizing management functions, and the virtual server creation method that considers 

the management server load status. In Section 4, we describe a dual monitoring method that considers the simultaneous failure of 

multiple servers, dynamic management extension and automatic connection selection methods for efficiently optimizing the 

server management configuration, and the additional DBSS functions required to realize the proposed system. Section 5 describes 

the configuration of the experimental system to which our proposed method was applied and the functions of each server. We then 

explain experiments conducted to reproduce various network or service problems on the target server and show that the proposed 

system can deal with them. Section 6 describes the characteristics of general server management systems and compares them with 

the proposed method in terms of operation and cost. Finally, we provide our conclusions in Section 7. 

 

2. Overview of ring-type DBSS 

2.1. DBSS operation outline 

     Figure 1 shows a configuration and operational overview of the DBSS [20]. As can be seen, the server management system 

consists of a management server, target servers (Mail, Web), a file server, and a switching hub. The management server can also 

create virtual servers (Mailb, Webb). A virtual Internet Protocol (IP) address is set for the target server, and services are provided to 

users using that IP address. User data and configuration files are saved in the file server using a network file system (NFS). The 

DBSS is executed on the management server, and one DBSS manages one target server. Therefore, when managing two target 

servers, as shown in the right side of the figure, two DBSSs are executed. As shown in the flowchart on the left, the DBSS is a 

very simple system and monitors the network and the service of the target server at regular intervals. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: DBSS configuration and operation overview. 
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     If a problem is detected, the network and services are reexamined. In cases where the result is an abnormal state, after 

executing the target server recovery processing as a background job, a virtual server that can provide the same service as the target 

server is created. Thereafter, the function of the failed server is recovered by setting the virtual IP address, which offers services to 

clients, to the virtual server. In the background job, the DBSS examines whether the target server is in the restarted state and 

attempts to forcibly restart it by using the wake on LAN (WOL) function if it is not in the restart state. In the management program, 

the background job creates a file to report the result to the foreground job. If it is recovered, an up.file is created, and if it is not 

recovered, a down.file is created. Finally, depending on the recovery processing result for the target server executed in the 

background job, a decision is made as to whether to return to the normal monitoring state or terminate the DBSS. 

 

2.2. Configuration overview of P2P method server management system and ring-type DBSS 

     Because the system shown in Fig. 1 uses a dedicated management server, management will not continue if that server fails. 

In addition, the load for management will increase if the number of target servers increases. A P2P method server management 

system that can solve these problems has been proposed [23]. Figure 2 shows an outline of the P2P method configuration and our 

proposed ring-type DBSS. The P2P method configuration can be seen in Fig. 2(a). In this method, all servers that provide services 

to clients fulfill the roles of both management and target servers. Because one target server is managed by two management 

servers, when a problem is detected, the server that manages preferentially is defined as management priority 1 (P1), and the other 

is defined as management priority 2 (P2). In this configuration, the management load does not increase even if the number of 

target servers increases. However, since two management servers manage one target server at the same time, complicated control 

between them is required in areas such as sharing the processing contents and considering management priorities. Therefore, the 

management program, including the control portion, is complicated. 

     Figure 2(b) shows the configuration outline of the proposed ring-type DBSS, which is a very simple system. Since the goal 

of this study is to design an effective server management system that does not require a dedicated management server, and since 

the DBSS is very simple, as shown in Fig. 1, we propose a method by which management is performed by adopting the DBSS in 

each target server. More specifically, one management server manages one target server, the mail server manages only the FTP 

server, and the FTP server only manages the Web 1 server. In this way, a ring-type management configuration is constructed. 

However, in order to realize the proposed method, it is necessary to add functions to the DBSS. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Configuration overview of the P2P and ring-type DBSS server management systems. 
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2.3. P2P method operation flow 

     An operation flowchart of two server management priorities is shown in Fig. 3, where we explain the flow using only four 

servers. Servers S1, S3, and S4 are management servers, while S2 is the target server, and S2b is the virtual server for recovering 

the S2 function. Here, (P1) and (P2) indicate states in which a recovery operation is being performed with their respective priorities. 

Server S1 executes the management program with P1, and S3 executes the management program with P2. Both S1 and S3 

regularly monitor the network and the service offer state of S2. In the P2P method, the synchronization processing is executed to 

synchronize the monitoring times of all the management servers, and the S.file, which is a synchronization file, is regularly 

broadcast from the management server. Thus, servers S1 with P1 and S3 with P2 synchronously monitor S2. 

     If trouble is detected in S2, S1 executes the background job that performs the S2 recovery operation. Server S1 executes a 

new program that manages S3 with P1. This program also starts a separate program that manages S1 with P2. Next, S1 creates 

S2b and sets its virtual IP address to permit the recovery of the S2 function. Thereafter, S1 enters a wait state in order to find the 

up.file or down.file, which was created by the background job. If S3 detects trouble in S2, it enters a wait state in order to receive 

the U.file or D.file, which is sent by S1. In this state, S3 regularly examines the network and the service offer state for S1. If S1 is 

determined to be in an abnormal state, then S3, rather than S1, performs an operation with P1. If S2 is determined to be recovered 

by the background job, the up.file is created. If S1 finds the up.file, the U.file is sent to S3 via inter-process communication and 

both S1 and S3 synchronously monitor S2 again after the U.file is received. If S2 is determined not to be recovered by the 

background job, the down.file is created. If S1 finds the down.file, the D.file is sent to S3 by inter-process communication. When 

S3 receives the D.file, the S2 management programs are terminated. The processes that must be performed in the example above 

show how the P2P method management program can become very complicated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Flow chart of each management priority in the P2P method. 

2.4. Management file and management data 

     The DBSS shown in Fig. 1 does not require a management file because one management server manages one target server. 

However, to construct the ring-type DBSS, the management files (group, operation, separation, heartbeat, and problem files) 

shown in Fig. 4 are necessary because cooperation between each management server is required. The management data are the 

data required for the DBSS to manage the target server. These files and data are saved on the local memory disk on each 

management server. 
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Fig. 4: Management files and management data. 

     The number, target server name, and name of the management data for managing the server are recorded in the group file. 

From this file, an operation file that contains the names of the management server, target server, and management data is created. 

In this figure, based on the information in the section surrounded by the thick line in the operation file, the mail server manages the 

FTP server. If the target server fails, a problem file containing the names of the virtual server that recovers the server function, the 

failed target server, and the management server that creates the virtual server is created. In the case of a login server failure, the 

proxy server controls the FTP server to recover its function by creating a virtual server loginb. This state is recorded in the section 

surrounded by the thick line in the problem file. 

     Each file is linked, and if it is determined that the server has failed, the data for that server are moved from the group file to 

the separation file. Then a new operation file is created from the group file. If the server is recovered, the corresponding data are 

deleted from the problem file, the data are returned from the separation file to the group file, and the operation file is reconstructed. 

The management configuration is dynamically changed based on this file. In the proposed system, each server internally monitors 

the network and service provision status. If it is determined to be normal, the current (UNIX) time is recorded in the heartbeat file. 

     The information necessary for management is recorded in the management data, and the management program is executed 

with this information as an argument. The virtual IP address set for the target server is recorded in the first line of the data, and the 

target server information is recorded in the second to sixth lines. Here, the service daemon name on the fifth line can be recorded 

using space separation, e.g., “postfix dovecot” because one server can provide multiple services to clients. 

 

3. Basic technology for constructing ring-type DBSS 

3.1. Management file sharing and recovery method for server functions 

     The proposed system adopts management file sharing and failed server recovery methods that do not require the use of a 

file server. Figure 5 shows our method for sharing management files on all management servers. Here, the SEM [24] is used as a 
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file sharing system for management files, while (M1) indicates the status of the target server recovery process. 

     Taking the group and problem files as an example, the method for sharing updated files if the target server FTP fails is 

shown. As shown in the figure, information on the running server is recorded in the group file, and the server determined to be 

abnormal is deleted from the file. However, it is still necessary to reflect this information on all management servers. In the SEM, 

the file editing control data (Diff.dat) corresponding to the edited portion is sent to each management server, which then receives it 

and edits the saving management file. This procedure allows the management files saved on each management server to be shared. 

The Diff.dat contents are “filename, Del, and deletion information” when deleting information; “filename, Add, and additional 

information” when adding information; and “filename, Mod, information before change, and information after change” when 

rewriting the contents. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Management file sharing. 

     Figure 6 shows an operation outline of the original server method [24], taking the case of recovering the function of a failed 

FTP server as an example. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Backup method for server functions. 
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     The original server method consists of the original server on which the service programs of all target servers are installed 

and the installation procedure file that records information such as the startup settings of the service programs provided by the 

failed server. The original server is created using the system data for the original server. Thereafter, to use the original server as 

FTPb, the "Installation procedure file (FTPb)" is transferred to the server and installed. Using this procedure, the original server 

can operate as a backup server that recovers the FTP server function. Here, because the size of the installation procedure file is 

small, it is possible to save the installation procedure file for all target servers to all management servers. 

 

3.2. System start and synchronization 

     Figure 7 shows the executor and synchronization systems used in the proposed method. In our method, the executor system 

starts and terminates the management program. Centralized management of management files in the initial state, the management 

data, and the management program is performed by the file management server. The management file, the management data, and 

the management program are sent from the file management server to the local memory disk on each management server at the 

management system start time. Therefore, when the management server is started, it is in the standby state, as shown in Fig. 7(a), 

because the management file is not saved. 

     When the management file, the management data, and the management program are acquired, the executor system is in the 

existence check state of the flag file. The file management server creates and deletes the flag file on each management server. Here, 

if the flag file is detected, the management program is started, and if it is deleted, the program is terminated. As shown in Fig. 2(b), 

the management file must be shared because management is performed by each management server in the proposed system, 

which means that management synchronization is required. Figure 7(b) shows the operational flow of the synchronization system. 

Each server uses the chronyd daemon to set the computer time accurately. Using this environment, we propose and adopt a 

synchronization method that uses time as the monitoring time of each management server. More specifically, an accurate 

monitoring interval time of 10 seconds is created by performing the operations using UNIX time. As a result, our proposed 

method does not require access to other servers to synchronize server management. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: Executor and synchronization systems. 
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3.3. Virtual server creation method considering load status 

     Figure 8 shows how to create a virtual server while considering the management server load status in order to recover the 

function of a failed server. Each management server periodically measures the server load, which consists of memory, CPU, and 

network usage. The coefficients and formulas required to calculate the predicted load are shown in this figure. Here, i is the 

number of measurements, mi is the server’s available memory size, ci is the CPU idle rate, and ni is the total transfer bytes 

transmitted and received by the network. From the average load value acquired in two steps, the predicted load is calculated based 

on the difference. The predicted memory load Pmn is defined as follows: 

 𝑃m𝑛 (KB) = 2 × 𝐴m𝑛 − 𝐴m𝑛−1.        (1) 

The predicted CPU load Pcn is given as follows: 

 𝑃c𝑛 (%) = 2 × 𝐴c𝑛 − 𝐴c𝑛−1.        (2) 

The predicted load Pnn of the network is defined as follows: 

 𝑃n𝑛 (KB) = 2 × 𝐴n𝑛 − 𝐴n𝑛−1.        (3) 

Because the predicted loads obtained from equations (1), (2), and (3) may produce a negative value or exceed the upper limit due 

to fluctuations, the minimum value is set to zero, and the maximum value available for Pm is the physical memory size of the 

management server, Pc is the number of CPU cores × 100, and Pn is the rated transfer rate × 2. The memory remaining capacity 

value Rmn is defined as follows: 

 𝑅m𝑛 (%) =
𝑃m𝑛

𝑃mmax
× 100,         (4) 

where Pmmax is the maximum value of Pm. The CPU remaining capacity value Rcn is given as follows: 

 𝑅c𝑛 (%) =
𝑇c𝑛

𝑇cmax
× 100,         (5) 

where Tc is the value obtained by adding the number of CPU cores to Pcn, and Tcmax is the maximum value of Tc. The network 

remaining capacity value Rnn is defined as follows: 

 𝑅n𝑛 (%) =
(𝑁rat−𝑃n𝑛)

𝑁rat
× 100,        (6) 

where Nrat is the total number of bytes transferred per second for the rated transmission and the network reception. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Virtual server creation method considering load status. 
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     In this system, the virtual server is used to recover the function of the failed target server. Therefore, it is necessary to select 

the management server for creating the virtual server. The selection value of each management server corresponding to the server 

type of the failed target server is calculated based on this remaining capacity value. The management server with the largest 

selection value is selected as the target for creating the virtual server. Three server types are defined: a server type that mainly uses 

a CPU, a NETWORK type server that mainly provides data, and a CPU_NET type server that uses a CPU and provides data. 

Here, the weight values of Rm, Rc, and Rn are set according to the server type, and the total value obtained from these weights is 

set to a maximum of 100. Furthermore, VM, which is the number of virtual servers running on the management server, is 100 

times weight. Because the memory load Rm is important in every server type, Rm is 0.5 times. For the CPU-type server, Rc is 0.4 

times, and Rn is 0.1 times. For the NETWORK-type server, Rc is 0.1 times, and Rn is 0.4 times. In the CPU_NET-type server, Rc 

is 0.25 times, and Rn is 0.25 times. The weightings set here are based on a previous report [23]. However, in normal cases, 

weightings should be determined based on the server system operating environment during actual operations. 

 

4. Key technologies required to configure ring-type DBSS 

4.1. Dual monitoring method 

     This system adopts a ring-type configuration in which one management server manages one target server in order to 

simplify the management program. Therefore, if multiple target servers fail simultaneously, continued management may not be 

possible. To minimize this risk, we propose and adopt the dual monitoring method shown in Fig. 9. 

     Figure 9(a) shows the normal monitoring type, in which the management server monitors the target server, and which is 

called external monitoring because the network and the service-providing status of the target server are monitored by network 

access. In contrast, Fig. 9(b) shows the process we call internal monitoring, in which the management server accesses the default 

gateway address for examining the network and the local service port for examining the service-providing status. The result is 

recorded in the heartbeat file shown in Fig. 4, where it is shared by all management servers. In Fig. 9(c), which shows the 

management timing for simultaneous failures, internal monitoring is performed during the monitoring interval time, and it is 

possible to recognize the failed server by examining the heartbeat file before performing normal external monitoring. Therefore, if 

the FTP server and Web 1 server fail at the same time, the DBSS, which manages Web 1, is executed by the dynamic 

management extension method because the mail server that monitors the FTP server can recognize two server failures. As a result, 

it is possible to examine two servers at the same time by external monitoring. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9: Dual monitoring method. 
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4.2. Processing procedure at the time of server failure and recovery 

     Figure 10 shows how to recover the server function if the target server fails. Servers S1 through S6 are the management and 

target servers, while S1b through S4b indicate virtual servers for recovering server functions, and M1 through M4 indicate normal 

management states for monitoring the network and service-providing status. In addition, (M1), (M2), and (M3) indicate the status 

of the target server recovery process and whether it is possible to return to the normal state. 

     Figure 10(a) shows the server function recovery method if S2 fails. In this case, if the DBSS for managing S2 on S1 

(DBSS_S2_S1) detects an S2 failure, DBSS_S2_S1 starts the DBSS for managing S3 (DBSS_S3_S1) using the dynamic 

management extension method. After that, DBSS_S2_S1 creates virtual server S2b on S6 using the largest selection value of all 

the management servers and sets the virtual IP address. As a result, the access from the client is switched to the virtual server. Here, 

DBSS_S2_S1, which executes (M1), performs the S2 recovery operation and then determines whether S2 returns to the normal 

state. If DBSS_S2_S1 determines that it would be too difficult to recover S2, DBSS_S2_S1 is terminated. If S2 is recovered, (M1) 

returns to M1, which is normal monitoring. Because S2b only performs its role during the S2 repair time in this system, S2b is not 

managed. 

     Figure 10(b) shows a case where two target servers fail at the same time. In this case, because this system considers 

simultaneous failures, the failure status of each target server is grasped by internal monitoring within the monitoring interval time. 

More specifically, DBSS_S2_S1 detects the S2 and S3 failures before performing external monitoring and can start DBSS_S3_S1 

and DBSS_S4_S1 using the dynamic management extension method. Meanwhile, virtual servers S2b and S3b are created by 

DBSS_S2_S1 and DBSS_S3_S1, respectively, and the functions of the failed servers are recovered. If DBSS_S2_S1 and 

DBSS_S3_S1 determine that S2 and S3 would be too difficult to recover, DBSS_S2_S1 and DBSS_S3_S1 performing (M1) and 

(M2) terminate. If S2 and S3 are recovered, (M1) and (M2) return to M1 and M2, which corresponds to normal monitoring. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10: Server function recovery method. 

     Figure 10(c) shows a case where S2, S3, and S4 fail at the same time. In this case, because DBSS_S2_S1 can detect S2, S3, 

and S4 failures before performing external monitoring, DBSS_S2_S1 can start DBSS_S3_S1, DBSS_S4_S1, and DBSS_S5_S1 

using the dynamic management extension method. Meanwhile, virtual servers S2b, S3b, and S4b are created by DBSS_S2_S1, 

DBSS_S3_S1, and DBSS_S4_S1, respectively, and the functions of the failed servers are recovered. In this method, because the 

target server has the management server function, it is possible that the target server has already created the virtual server necessary 

to recover the failed server function. Figure 10(d) shows a case where S1, which creates S2b, fails. Based on the server load, 
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DBSS_S1_S6 creates S2b in S3 at the same time it creates S1b. Because this system uses the original server method, it is possible 

to create S2b on S3. 

     Figure 11 shows the processing procedure that takes place after the target server recovers. If the target server is recovered, 

the management server edits the management file, sends the management program and management file saved in local memory 

disk to the server, and then sends the flag file for the executor system. Here, to eliminate the program complexity related to server 

management configuration changes, we propose and adopt the automatic connection selection method. The method is executed 

after the monitoring interval time ends, and if the target server recording in the operation file shown in Fig. 4 is the same as the 

currently managed server, the management is continued. If it is different, the program is terminated. The processing procedure 

used when the target server is recovered from the state shown in Fig. 10(b) is shown below. 

     Figure 11(a) shows a case where only S2 is recovered after the simultaneous failure of S2 and S3. In this situation, 

DBSS_S2_S1 edits the management file, performs virtual IP address migration processing for S2b and S2, and shifts S2b to the 

suspended state. After that, DBSS_S2_S1 returns the management for S2 to the normal management state M1, and DBSS_S4_S1 

performing M3 is terminated by the automatic connection selection method. DBSS_S4_S2 is started because S3 is in a failure 

state. 

     Figure 11(b) shows the processing procedure if S3 is recovered after S2 is recovered in Fig. 11(a). In this case, 

DBSS_S3_S1 edits the management file, performs virtual IP address migration processing for S3b and S3, and then shifts S3b to 

the suspended state. After that, DBSS_S3_S1 and DBSS_S4_S2 are terminated by the automatic connection selection method at 

the same time that DBSS_S3_S2 is started. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11: Processing procedure after recovery. 

4.3. Additional DBSS processing 

     Figure 12 shows additional items (A1 through A6) that are required to achieve a ring-type DBSS. The difference from the 

DBSS flowchart in Fig. 1 is that “Waiting time” is “Time synchronization processing”. Because all management servers are 

configured in a ring-type system, it is necessary to perform all monitoring timings simultaneously. In the portion indicated by A1, 

the load measurement at each management server, the predicted load calculation, and internal monitoring are performed within the 

monitoring interval time. In addition, the portion indicated by A2 is added before the management program executes external 

monitoring. Here, depending on the internal monitoring status, it determines whether to execute the DBSS that manages the new 

target server via the dynamic management extension method and whether to continue managing the current target server via the 
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automatic connection selection method. 

     If the target server failure is detected by external monitoring, the acquisition process for the predicted load shown in A3 is 

executed from each management server. External monitoring is executed again for reexamination, and if an abnormal status is 

detected, the management file shown in A4 is edited. After executing the recovery process for the target server as a background 

process, the management server decision process that creates the virtual server indicated by A5 is executed from the remaining 

capacity value. A virtual server is created on that server, and the server function of the failed server is recovered. If the target server 

is recovered, the processing shown in A6 is performed. Here, the management file is returned and sent to the target server, after 

which the flag file for starting the management program is sent. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12: Additional processing to realize ring-type DBSS. 

5. Ring-type DBSS operation experiment 

5.1. Experimental system 

     Figure 13 shows the server system configuration for the ring-type DBSS operation experiments. The experimental system 

consists of six servers (Mail, login, FTP, proxy, Web 1, and Web 2), a file server, a client, and two 1000BASE-T switching hubs. 

The six servers have management server functions and the target server that provides services to clients. One of the two switching 

hubs is for providing services to clients and the other is for the SEM. 

     When constructing a server redundancy system, file sharing storage is generally used. Here, storage for the target server 

providing services is provided by the file server, and each server is connected via NFS. The file server also has a file management 

server function that sends the management file and the management program at the system start. 

     The executor and synchronization systems shown in Fig. 7 are installed on each management server. The management 

program, management file, system log file, and system data of the original server are saved on the local disk of each management 

server. The SEM and original server methods shown in Figs. 5 and 6 are used for the management file sharing and virtual server 

creation methods. The operating status of the management program on each management server is recorded in the system log file. 
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Fig. 13: Experimental server system for ring-type DBSS. 

     The experimental system specifications, characteristics of each server, and setting parameters during system operation are 

listed in Table 1. The specifications of the six management servers are the same, and the memory size is set to 8 GB in 

consideration of the need to create the virtual server. The Community Enterprise Operating System (CentOS), which is often used 

as the OS for servers, is used on the management and virtual servers. Virtualization is realized by a kernel-based virtual machine 

(KVM) running on the management server. Each server operates with a character-based user interface to ensure effective memory 

usage. The characteristics of each server are shown as fundamental data. These data are the average values of 10 experimental 

results. The average times in Table 1 are measured by the “time” command in UNIX. 

 

Table 1: Specification, characteristics, and settings parameters for the experimental system. 
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     In the virtual server, the startup time from the suspended state is much shorter than the startup time from the normal state. 

Therefore, the virtual server is always in a waiting state as a suspended condition in this system. The service examination time 

varies depending on the type of service provided, and is 0.02 s for the FTP server, 0.23 s for the login server, 0.36 s for the mail 

server, 0.36 s for the proxy server, and 1.10 s for the web server. In the settings parameters, the monitoring interval time is set to 

10.00 s, and the network examination time is set to 2.00 s if the target server network is in an abnormal state. In addition, the 

maximum waiting time for service examination is 3.00 s, and the maximum waiting time required to determine whether the target 

server is in the restart state is 50.00 s. This time is approximately 1.5 times the average restart time of the target server. 

 

5.2. Log files to record the operating status 

     If a problem occurs in the target server, the proposed system records the operating status, such as the type of problem 

detected and the operating state of the virtual server, along with the time in the system log file. In addition, the operating state of the 

background job used to perform the recovery job for the target server, which is shown in Fig. 12, is also recorded in the log file. In 

the proposed system, the log data recorded by the foreground job and those recorded by the background job are saved in the same 

log file. For that reason, in the log data recorded by the background job, the string “_ _” is added to the content top in order to 

characterize the log data. 

     Figure 14 shows the log file contents used for measurement in the experiment, including the server function recovery time, 

the target server recovery time, and the server access disconnection time from the client. The system log file records the details of 

failure detection and recovery processing. The connection status related to server access is recorded in the client access log file. 

Because this system log file is used for experiments, numerical values or the word “Wait” is respectively recorded at one-second 

intervals during the monitoring interval or waiting times. The status “OK”, which represents the condition in which services are 

offered on the target server, and the status “XX”, which represents the condition in which services cannot be offered, are recorded 

in the client access log file together with the time. 

     The target server, which is a real server, is an FTP server. The IP address is denoted as IPR, and the virtual IP address is 

denoted as VIP. The virtual server IP address is denoted as IPV. The monitoring interval time is 10.00 s in the experimental system, 

and the problem is generated at the midpoint (5.00 s after startup) of the monitoring interval. The problem related to the network is 

reproduced by shutting down the FTP server. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14: Log files used to record the operating status. 
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     In the system log file, the problem occurs at 13:43:05 in the inter-monitoring time, and the network problem is detected at 

13:43:12.26. Virtual server creation begins at 13:43:14.41 after reexamining the network problem at 13:43:14.34, and creation is 

completed at 13:43:16.16. The server function is recovered at 13:43:16.31 after setting the virtual IP address. The difference 

between the time at which the server function is recovered and the time at which the network problem is detected is the server 

function recovery time. In the client access log, the problem in the server is detected at 13:43:06.36, and the service is recovered at 

13:43:17.90. This difference is the server access disconnection time. 

     In the system log file, the target server recovery job is started at 13:43:14.36 by the background job. The target server is 

determined to be in a stop condition at 13:44:04.77, and a forcible start is attempted by the WOL function. Thereafter, the target 

server is determined to be started normally at 13:44:33.12. In order to inform the management program running in the foreground, 

an up.file is created, and the background job is terminated. When the up.file is detected in the foreground job, the virtual IP address 

of the virtual server is set in the target server. As a result, the target server is recovered at 13:44:33.92. The difference between the 

time at which the target server is recovered and the time at which the network problem is detected is the target server recovery time. 

Although the target server recovery job is performed at 13:44:33.92, the abnormality of the service offer state is not found at 

13:44:34.13 in the client access log file. Finally, the flag file is sent to the target server at 13:44:35.14 after the management files 

are sent to the target server at 13:44:34.55. 

 

5.3. Experimental results in the case of target server failure 

     Next, experiments to reproduce the problem on the network or the service on the target server FTP are performed in the 

experimental system shown in Fig. 13. The mail server, which is the management server, manages the FTP server. The monitoring 

interval time is 10.00 s, and a network or service problem is reproduced at the midpoint (5.00 s after startup) of the monitoring 

interval. The recovery time required to deal with the problem(s) is measured, and the results are listed in Table 2. Each measured 

time is the average value of 10 experimental results. As shown in the table, two problem types are defined. St represents the 

condition in which the service function is recovered by restarting the target server, while Nt represents the condition in which the 

target server is shut down. 

 

Table 2: Recovery times in the case of problems in one or two servers. 
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     “Server function” in the upper table (Problem in one server) indicates the time until the server function is recovered by the 

virtual server after the problem has occurred. The client accesses the server in one-second intervals, and the “Access disconnection 

time (Client)” in the table indicates the time until the access by the client is recovered from the server access disconnection state. 

The table shows the measurement time results for both the proposed and P2P methods, and the numerical values in parentheses 

indicate the target server recovery time. The target server recovery time is the difference time between the time at which the 

problem is detected and the time at which the target server is recovered. The proposed method has the same server function 

recovery time as the P2P method in any problem, and the access disconnection time at the client is also the same. The target server 

recovery time is also almost the same in both methods. 

     The recovery time for the case in which the problem occurs simultaneously on two servers is listed in the lower table 

(Problem in two servers). In the proposed method, the mail server, which is the management server, manages the FTP and Web 1 

servers. In the P2P method, the mail server, which is the (P1) management server, manages the FTP server and the Web 2 server, 

which is the (P2) management server, manages the Web 1 server. Here, the monitoring interval time is 10.00 s, and the problem 

(which is St or Nt) is reproduced in the two servers at the midpoint (5.00 s after startup) of the monitoring interval. Two types of 

problems are combined for the two target servers, and four types of experiments are performed. The numerical values not 

enclosed in parentheses indicate the proposed method results, while the numerical values enclosed in parentheses indicate the P2P 

method results. There is a slight delay in the server function recovery time compared to the one server failure, which is due to the 

time required to deal with simultaneous failures such as the management server selection processing necessary to create the virtual 

server. 

     Figure 15 shows the recovery time in the case of simultaneous failure of the mail, FTP, and Web 1 servers. Here, Nt (shown 

in Table 2) is reproduced simultaneously for three servers. The server function recovery time is the time from the failure detection 

to the recovery. The monitoring interval time is 10.00 s, and Nt is reproduced simultaneously to three servers at the midpoint (5.00 

s after startup) of the monitoring interval. Additionally, Tnd, which is “Network examination time (Disconnection)” shown in 

Table 1, is the network examination time when the target server network is abnormal. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 15: Recovery times for cases in which a problem occurs simultaneously in three servers. 

     In the case of the proposed method, as shown in the figure, the login server, which is the management server, performs 

external monitoring of the FTP, Web 1, and mail servers based on the internal monitoring results for each server. A problem in 

three servers is detected, and the server functions are recovered. From the experimental results, we can confirm that the server 

function recovery time for the FTP server is the shortest, followed by Web 1 and mail. The difference is considered to have 
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occurred in the internal monitoring result because the login server first executes the management program for FTP, then Web 1, 

and finally the mail server. A similar tendency can be seen in the access disconnection time at the client. 

     In the P2P method, for the case in which network problem Nt occurs simultaneously in three servers, if the login server 

detects a network problem in the mail server, the management program is started to manage the FTP server after a lapse of Tnd. 

Thereafter, the program detects network trouble in the FTP server after a lapse of Tnd. Because the FTP server that manages the 

Web 1 server is in a failed state, the Web 2 server manages Web 1. The server function recovery time is almost the same for all 

three servers. However, the FTP server has the longest access disconnection time at the client due to the time difference in failure 

detection. 

 

6. Comparison of proposed method and general server management systems 

     High server system availability is important for the stable provision of Internet services. Figure 16 shows common system 

configurations used for realizing high server system availability along with the configuration of our proposed method. Specifically, 

Figs. 16(a) and 16(b) show the outline of failover cluster and load balancer cluster systems, respectively. In a cluster system, 

multiple servers are linked and operated as one system, so even if one server fails, other servers continue to operate. In Fig. 16(a), 

we can see that if Server 1 fails, Server 1b (which was in the standby state) continues to provide service. In the load balancer 

system shown in Fig. 16(b), we can see that all three servers are connected to the client via the load balancer, and if a server fails, it 

is automatically deselected. To operate both systems (a) and (b), it is necessary to execute management software for each cluster. 

This means both systems need a server that will efficiently collect and examine information on the operating status of each cluster. 

Although these methods are suitable for sustaining high availability, they also result in cost and power consumption issues because 

the basic configuration requires all servers to be capable of providing the same services. 

     Figure 16(c) shows a general server management system that uses a dedicated management server. Here, the management 

server grasps the operating status of the target server that provides services to clients and provides a recovery function when a 

target server fails. In this setup, each target server is configured with the ability to provide different services to clients, and the 

management server system software and operating status of each target server are managed on one management server. However, 

the most significant disadvantage of this system is that management cannot proceed if the management server fails. Furthermore, 

since the management server management load increases as the number of target servers rises, it is necessary to configure a 

redundant management server and create a high resource environment, which raises complicated control and cost concerns. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 16: Server system management method. 
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     To solve the problems in systems (a) through (c), the P2P server management system has been reported as a system that 

does not require a dedicated management server. However, since the complexity of the required system software also poses a 

problem, we proposed the method shown in Fig. 16(d) to resolve it. As shown in the experimental results in Section 5, our 

proposed system has the same high-performance availability as the P2P method. Here, since each target server is configured to 

provide different services to clients, a server is required for providing centralized software and management server data 

management, as well as for collecting operation information from each management server. The proposed system achieves this by 

using a file server to provide service redundancy. 

     Systems (a) through (d) basically operate automatically, and the administrator is only required to monitor their statuses. 

Therefore, there are no significant differences between normal monitoring and high-availability (safety) operations. However, in 

situations where a problem occurs in the management system, countermeasures are easier in system (d) because the management 

program is simpler than those of systems (a), (b), and (c). Furthermore, our proposed system is superior to the others in terms of 

cost. 

 

7. Conclusions 

     Herein, we proposed a dynamic backup server system (DBSS) that adopts a ring-type configuration that does not require a 

dedicated management server and does not complicate the management program. We then showed an overview of the proposed 

system, management file details, and the additional management program components necessary to construct the system. In 

addition, the operation flows for the adopted synchronization system and an executor system needed to prevent the dispersion of 

management programs were shown. Furthermore, we proposed and adopted a dual monitoring method that prevents delays in 

dealing with multiple simultaneous server failures and dynamic management extension and automatic connection selection 

methods that can efficiently select the server management configuration. 

     An experimental system that adopted this method and the P2P method was constructed, and the configuration and the 

specification were shown, after which experiments to reproduce the problems of the service-providing program and the network 

were conducted. In those experiments, the recovery times of the target server functions and the target server when various 

problems occurred in one or multiple target servers were measured. 

     From the obtained results, it was shown that a server management system that does not require a dedicated management 

server is effective for efficiently achieving a high-availability server system, and experiments have shown that our proposed 

method provides the same performance level as the previously reported P2P method [23],[24] in terms of recovery time when a 

server fails. Additionally, it was shown that the management program of our proposed method has a simpler construction than the 

P2P method and that compared to the most commonly adopted server management systems, our proposed system can keep server 

systems costs low and availability high. These results, in turn, indicate that our proposed system can provide stable Internet 

services at a lower cost, thereby facilitating the expansion of various Internet services and contributing to making our future lives 

more convenient. 
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